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Abstract:

Tele-ezistence is an advanced type of teleoperation system that enables a human operator to
perform remote manipulation tasks dezterously with the feeling that he or she ezists in the remote
anthropomorphic robot operating in a remote environment. In order to eztend the function of a hu-
man, an eztended tele-ezistence system with virtual reality technology was proposed. For ezample,
when visual information cannot be used because of smoke due to fire, then a human operator still
can see the virtual environment of the scene and can control the robot. The model of the environ-
ment can be constructed from the design data of the environment. Usually errors are in the model
of the environment. In order to compensate for the errors, a calibration technigque using model-
based image measurements is proposed for matching the real image and the virtual image. After
calibration,an ezperimental operation in the invisible environment was successfully conducted.

Keywords:Tele-existence, Artificial Reality, Superimposing Method, Nonlinear Least Square

Method

1 INTRODUCTION

Tele-existence is an advanced type of teleoperation
system that enables a human operator to perform re-
mote manipulation tasks dexterously with the feeling
that he or she exists in the remote anthropomorphic
robot operating in a remote environment [1].

Not only the flexible control of the remote robot but
also the extension of human functions by the help
of robot’s sensors and computer’s calculation power
were proposed{2]. For instance, in the case of working
in smoke, environmental information is almost invisi-
ble to humans. However, the visual information of the
environment can be generated with computer graph-
ics from the environment model. Remote manipula-
tion using the virtual environment makes it possible
to do successfully operations in a smoky environment.

The environment model can be constructed from the
design data of the environment. However, usually er-
rors in the environment model are present. In order
to compensate for the errors, the virtual environment
should be calibrated for conformity with the real en-

vironment. Especially, a contact task is difficult when
the virtual environment is not in agreement with the
real environment.

In this paper, in order to operate a slave robot in an
almost invisible environment, the remote manipula-
tion using a virtual environment is presented. And
a method for adjusting the environment model using
model-based image measurement is presented. By
estimating the parameter errors in the environment
model, the calibration can be conducted successfully.
After the calibration, an experimental operation in
an almost invisible environment was conducted and
successfully completed.

2 REMOTE MANIPULATION USING
VIRTUAL ENVIRONMENT

In this section, the tele-existence system is extended
by a virtual environment system. It is investigated
whether this tele-existence system gives the ability
to do robot manipulation in an almost invisible envi-
ronment.
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2.1 Extended tele-existence system

In our research on tele-existence, the extension of hu-
man functions by using the artificial reality technol-
ogy was proposed[2]. Incorporation of a virtual en-
vironment simulator in a tele-existence system and
improvement of the autonomy and intelligence of a
slave robot can extend human functions. Figure 1
shows the conceptual diagram of the extended tele-
existence system.

Using an environment simulator enables the training

of a task. This facilitates the conduction of a task in

real world. If the virtual environment is adequately
matched to the real environment,a slave robot oper-
ated in the real environment by an operator working
in the matched virtual environment is able to work
in the real environment even when the sight condi-
tions are bad. Our research discussed here is aimed
at working in environments with bad sight condi-
tions. For instance, in case of smoke due to fire. In
order to prove the effectiveness of robot control by
tele-existence, we constructed an experimental tele-
existence system[3]. We incorporated an artificial
reality system[4] into the tele-existence system and
constructed an experimental extended tele-existence
system.
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Figure 1 Extended tele-existence system

The configuration of the system is shown in Figure
2. The artificial reality system consists of one graph-
ics computer, two scan converters and two superim-
posers. The graphics computer is IRIS 120 GTX. In
the display system, both left and right images are dis-
played on the graphics computer’s screen, are split by
the scan converters and are sent to the stereo display
system. The real image from the slave robot and the
virtual environment image created by the computer
can be switched or can be overlaid by the superim-
poser.
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Figure 2 System configuration

The real image from the slave robot and the virtual
environment image created by the computer can be
interchanged or overlaid on the display by the super-
imposer. This function is essential for the extended
tele-existence system to operate a robot. The more
detail configuration of the display system will be de-
scribed in the next section.

Impedance control is incorporated in the control of
the slave robot[5]. By using impedance control, the
slave robot arm is stable also during contact tasks
involving hard objects.

For instance, a picture of the training of block stack-
ing is shown in Figure 3.

Figure 3 Virtual environment

2.2 Operation in environments with bad
sight conditions

At the sites of accidents or fires in a factory, not only
the conditions are unendurable for humans but also



the sense of sight deteriorates highly due to smoke. -
Hence, the full use of human’s ability becomes im-
possible. In order to improve the human abilities in
such environments, use can be made of a virtual en-
vironment. A model of the environment can be con-
structed by using available design data of the site.
For example, in a factory, it is often comparatively
simple to make up an environment model from the
design data. If the virtual environment is sufficiently
similar to the real environment, a slave robot in the
real environment, operated by an operator in the vir-
tual efivironment, can executes tasks successfully in
the real environment.

Nevertheless; an environment model is usually in-
complete. There are errors in the parameters of the
shapes of objects, their positions and their orienta-
tions. Those errors may cause large discrepancies be-
tween the real positions and the virtual positions of
objects. Consequently, if the virtual arm grasps a
virtual object, the real arm will not always grasp the
corresponding real object. When visual data from the
real environment is used, such discrepancies are not a
problem because those discrepancies can be adjusted
by the operator’s visual feedback. But in cases where
work must be done using only the information from
the virtual environment, those discrepancies have a
large effect on the operations. In order to decrease
those discrepancies, the parameters of the virtual en-
vironment model should be adjusted. This can be
done by using estimation techniques will be discussed
in the next section.

3 MODEL-BASED IMAGE MEASURE-
MENT

We have developed a model-based image measure-
ment system which make measurement equations
from the image on the screen and the object model
and uses the nonlinear least squares method to esti-
mate the unknown parameters related to an object.
In order to calibrate the virtual environment, we have
incorporated an image measurement system in the
tele-existence system. If the virtual environment and
the real environment are matched on the stereo im-
ages, the operator can carry out the operation in an
almost invisible environment successfully.

Let the known parameter vector be p, the unknown
parameter vector z and the measurement model
f(p,z). The measurement value vector y is the sum
of the true measurement model f(p,z) and the noise
vector wy. The measurement equation is defined as
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follows.
y:f(p,a:)-i-wy (1)

Let the noise vector wy be Gaussian and the weight
matrix W be the inverse matrix of the covariance
matrix of the noise vector.

W = E(wywy)™" (2)

The value of the unknown parameter vector z can
be estimated by minimizing the following evaluation
function:

E=(y- f(p.z))"W(y — f(p,z)) (3)

The algorithm to find the solution of the problem
of minimizing this sort of function is called the non-
linear least square method. The model based image
measurement system obtains the measurement value
vector y from the images with the help of a human op-
erator, constructs the measurement model f(p, z) au-
tomatically from the object model, defines the mea-
surement equation, solves the least square minimiza-
tion problem by numerical method and estimates un-
known parameter vector z.

The difference between the measurement value vector
y and the measurement model f(p, z)is decreased af-
ter the estimation of the unknown parameter vector
z. The measurement values consists of the positions
on the image corresponding particular points on the
object model. The positions are matched on each
values of the measurement model. the corresponding
values of the measurement model. If the measure-
ment model is the true model of the drawing of the
virtual environment, the points of the virtual envi-

‘ronment are matched on the points of the real image.

And if the number of such points is enough, the im-
age of the virtual environment and the image of the
real environment can be superimposed precisely.

3.1 Measurement model

The most simple measurement model is as follows.
Let the position vector of a point on the object with
respect to a fixed coordinate system be z;, the ro-
tational transformation matrix from the object co-
ordinates to 'a camera fixed coordinates be Cé’,the
translational transformation vector be z,,the posi-
tion vector with respect to the camera coordinates
be z, = (Zexs Tey, Tez), the position vector respect
to the screen coordinates of the camera be z; =
(2iz, Tiy). Also, let the focus point of the camera be
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z. = (0,0,0) and the line of sight of the camera be
parallel to the z,. axis, then the following equations
are established: :

2. = Clay + z, (6)
‘ziz = I{zxcr/xcz (7)
Tiy = KyZoy/Teo (8)

K, and K, are constants related to the projected
image of the camera on the screen. The rotational
transformation matrix is the complicated nonlinear
function of the parameters specifying the transforma-
tion. If the object shape is known, then C? and zg
can be estimated when more than three image points
are measured.

Usually the measurement equation of the image mea-
surement is a complicated nonlinear function. The
three dimensional position of a point on an object
can be obtained from appropriate base vectors (e.g.
(1,1, 1)7 in 3-dimensional space) by performing scal-
ing transformation, rotational transformation and
translational transformation. Positions of points
on a screen are subject to rotational transformation,
translational transformation and perspective trans-
formation to points on the object. Taking the posi-
tions of points on the screen as measured values, the
measurement model can be derived by making vari-
ous complicated transformations of the base vectors.
The measurement model for the positions of points on
the screen are complicated. The analytical derivation
of the measurement model is very tedious. However,
a computer graphics system, which can draw a vir-

tual environment, usually includes a procedure that

can transform the basic vectors to the points on the
screen. The numerical value of a point position can
easily be obtained by using the screen drawing proce-
dure in computer graphics. And there are some non-
linear least square methods that can be executed with
only the numerical values of a measurement model.

3.2 Image measurement procedure

When formulating the measurement equation, a point
on the screen and a point on the object must repre-
sent the same location. The problem of matching a
point on the screen with a point on the shape model
being part of the virtual environment is a problem
of image recognition. At present, image recognition
technology is not reliable and automatic measure-
ment is very difficult. Consequently, the measure-
ment equations are formulated by a person using a
mouse to select both points in the virtual environ-
ment image and corresponding points in the real im:

age on the screen. After selection these points are
digitized.

The following procedure is used in the present mea-
surement system:

(1) Send a command to the camera to head for the ob-
ject to be measured and to be positioned on a screen.
(2) Taking the screen as a real image display, measure
the position of the apex on the screen by and digitize
that point with the mouse.

(3) Switch the screen to the virtual environment im-
age and use the mouse to digitize the point which
corresponds to the point on the real image. Select
as the corresponding point the point which is nearest
to the value digitized by the mouse and which also
corresponds to the displayed point of the object.

(4) Repeat (1) to (3) until an adequate number of
points have been obtained. The sequence in which
(2) and (3) are performed is irrelevant.

(5) Select the parameters to be estimated.

(6) After obtaining sufficient points, use the estima-
tion algorithm to estimate the unknown parameters.

Make estimates for several initial values. Select the
one with the smallest residual. If an adequate es-
timate is not possible, repeat (1) to (3) to obtain
sufficient observations.

The Marquardt method is used as the algorithm for
the estimation[6]. The method requires the Jacobian
matrix of the measurement model. The Jacobian ma-
trix can be obtained through numerical differentia-
tion.

3.3 System configuration

In this subsection, the actual configuration of the cal-
ibration system using the model-based image mea-
surement is explained. The configuration of the ex-
tended system is shown in Figure 4. Both left and
right images are displayed on the monitor for the
image measurement. The real image from the slave
robot and the virtual environment image created by
the computer can be switched or can be overlaid on
the monitor screen by the superimposer. The bright-
ness of each one of the displayed RGB colors as being
displayed ranges from 0 to 1. In the image created by
the computer graphics, the superimposer displays the
real image at the pixels where (R,G,B)=(0,0,1) and
uses the other pixels to display the virtual environ-
ment image. In order to display the real image, the
graphics screen is colored blue and the mouse Cursor
is non-blue colored. '
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Figure 4 Calibration system

Figure 6 Real image and blue screen

Figure 5 shows the virtual image shown on a monitor
screen and on a computer graphics display. Figure
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6 shows how the real image appears on the moni-
tor screen by selecting the computer graphics image
blue. This has the advantage that at the same time
the position of a point on the real image can be mea-
sured by moving the mouse cursor on the point and
obtaining the mouse position. Another advantage of
this system is that it can be realized without adding
special hardware to the graphics computer system,
keeping the cost of the tele-existence system down.
One disadvantage is that pure blue can not be used

‘as a graphics color.

4 EXPERIMENT

We conducted an experiment with the superimpos-
ing method by an operation in an almost invisible
environment.

4.1 Tele-existence experimental environment

In order to prove experimentally the effectiveness of
control by tele-existence, we created an experimental
environment.

Figure 7 Tele-existence experimental
environment

The environment simulates a small part of aroom in a
factory. The appearance of the environment is shown
in Figure 7. The environment model consists of pipes,
a lever, a box and a ventilating fan. There is a smoke
machine to generate smoke in the environment. A
lever which can be seen in the right of the photograph
can be rotated to shut off the smoke. The button on
the box on the left of the lever is the ventilating fan
switch. This tele-existence experimental environment
consists of a collection of simple shapes and the shape
data was entered into the graphics computer. The
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shape data is described by a surface model. The en-
vironment model displayed by the computer graphics
is shown in Figure 8. The lever to shut off the smoke
and the button to switch on the ventilating fan, can
also be operated in a virtual environment. A beep is
heard when the button is pressed. The parameters
which must be estimated are the errors in the values
of the parameters in the movable parts of the envi-
ronment model, that is the position and orientation
of the robot.

Figure 8 Environment model

4.2 Calibration experiment

Figure 9(a) shows the superimposed the real image
and the virtual image (wire frame display) of the lever
whose parameter errors were not estimated. Figure
9(b) shows the superimposed images after calibration.

(a) Before calibration

(b) After calibration
Figure 9 Real image and virtual image

The position error of the lever were estimated at 1.0
cm in the direction perpendicular to the line of sight
and 4.5 cm in the direction parallel to the line of sight.
Finally, we obtained the correct environment model.
Figure 10 shows the real image and the updated vir-
tual environment after calibration. '

Figure 10 Result of calibration

4.3 Operation in almost invisible environ-
ment

In order to confirm the successful superposition, we
conducted an experiment of the operation in an al-
most invisible environment by using the virtual en-
vironment. In the tele-existence experimental envi-
ronment, the smoke machine generated smoke and
the slave robot’s sense of sight became useless. The
task of pulling a lever down, which requires a com-
paratively low demand for precision, was performed



successfully by the robot. The photo of the robot
working in an almost invisible environment is shown
in Figure 11.

Figure 11 Operation in almost invisible
environment

(b) Camera image of real environment
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(d) result of operation

Figure 12 Displayed images during operation

Figure 12 shows the images displayed during the oper-
ation. Figure 12(a) shows the camera image overlaid
by a wire frame model of the environment during nor-
mal operation. Figure 12(b) shows the actual camera
image overlaid by the wire frame model of the virtual
environment during the operation. Due to the smoke
from the smoke machine, the robot’s hand is almost
invisible. Figure 12(c) is an image of the virtual envi-
ronment seen by the operator during the operation.
Figure 12(d) shows the end result when the smoke
has been exhausted. The lever has successfully been
pulled down. The function of the impedance con-
trol of the slave robot can compensate for the errors
that still remain after the calibration. This task is a
low accuracy task. The accuracy of positioning the
hand relative to the lever required for pulling the lever
down is lower than 5 cm in the vertical and horizontal
directions. Hence, the operation was conducted suc-
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cessfully. In order to perform more precise operations
in an almost invisible environment, the environment
model needs to be more accurate. So more parame-
ters need to be estimated. And the intelligence of the
slave robot must be improved.

5 CONCLUSIONS

In order to conduct an operation in an almost in-
visible environment, we proposed the remote manip-
ulation using a virtual environment. And we pro-
posed model-based image measurement to superim-
pose a real environment and a virtual environment.
In order to confirm that the superimposement was
achieved with our objected accuracy, we successfully
performed an experimental operation in an almost
invisible environment.

The proposed calibration system requires the corre-
spondence detection between the real image and the
virtual environment. This procedure depends on hu-
man ability, so calibration is extraordinarily time-
consuming. In order to achieve more accurate su-
perpositioning the number of parameters to be esti-
mated and the number of measurements to be done
must be increased. But it is tedious for a human to
show the correspondence between real image and vir-
tual environment. At present, the use of markers for
automatic matching is under consideration and au-
tomatic matching through iimage awareness based on
known data is also being studied.

In cases such as the outbreak of fire, where shapes
are completely altered, it would probably be impos-
sible to achieve an adequate approximation simply
by adjusting the parameters of environment mod-
els. Range sensors are needed in order to obtain
shape data for three dimensional environment mod-
els. Adjustments with range sensors for modeling

errors which can not be expressed with parameters,.

such as structural changes in the shapes of objects
due to breakage, etc. are a matter for further re-
search in the near future.
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