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Abstract

See-through head-mounted displays (STHMDs), which superimpose the virtual envi-
ronment generated by computer graphics (CG) on the real world, are expected to be
able to vividly display various simulations and designs by using both the real environ-
ment and the virtual environment around us. However, we must ensure that the virtual
environment is superimposed exactly on the real environment because both environ-
ments are visible. Disagreement in matching locations and size between real and virtual
objects is likely to occur between the world coordinates of the real environment where
the STHMD user actually exists and those of the virtual environment described as pa-
rameters of CG. This disagreement directly causes displacement of locations where
virtual objects are superimposed. The STHMD must be calibrated so that the virtual
environment is superimposed properly. Among the causes of such errors, we focus
both on systematic errors of projection transformation parameters caused in manufac-
turing and differences between actual and supposed location of user’s eye on STHMD
when in use, and propose a calibration method to eliminate these effects. In the calibra-
tion method, the virtual cursor drawn in the virtual environment is directly fitted onto
targets in the real environment. Based on the result of fitting, the least-squares method
identifies values of the parameters that minimize differences between locations of the
virtual cursor in the virtual environment and targets in the real environment. After we
describe the calibration methods, we also report the result of this application to the
STHMD that we have made. The result is accurate enough to prove the effectiveness
of the calibration methods.

i intreduction

See-through head-mounted displays (STHMDs), which superimpose the
virtual environment generated by computer graphics (CG) on the real world,
can vividly display various simulations and designs by using the real environ-
ment around us. Such displays should simplify various tasks and improve per-
formance efficiency because they graphically present information necessary to
perform the task in three dimensions instead of document form.

However, information on the virtual environment or virtual objects must
match the real environment because both environments are visible. This is one
of the problems to be solved for practical use. Disagreement in matching loca-
tions and sizes between real and virtual objects is likely to occur between the
world coordinates of the real environment where the STHMD user actually
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exists and those of the virtual environment described as
‘parameters of CG. Such disagreement directly causes
displacement of locations where virtual objects are su-
perimposed. The STHMD must thus be calibrated so
that the virtual environment is superimposed properly.
The primary causes of such locational mismatch are

¢ distortion in the STHMD optical system,

° mechanical misalignments in the STHMD,

o differences between actual and designed location of
user’s eye,

e errors in the head-tracking system, and

e end-to-end system latency.

Several authors have discussed methods to eliminate
such errors (Hirose, Kijima, Sato, & Ishii, 1990; Robi-
nett & Rolland, 1992; McKenna & Zeltzer, 1992; Ma,
Hollerbach, & Hunter, 1993; Janin, Mizell, & Caudell,
1993; Azuma & Bishop, 1994). In this paper, we will
discuss the following two factors:

» mechanical misalignments in STHMD and
o differences between actual and designed location of
user’s eye.

We assume that there is no distortion in the optical sys-
tem and that we have only to cope with the linear prob-
lems.

These two factors have both common and specific
characteristics. The common characteristics are as fol-
lows:

* The virtual environment must be directly fitted onto
the real environment point by point to ensure the
matching of location and size between objects in
both environments.

¢ These factors require only the modification of pro-
jection transformation. Hence we have to consider
only how they change parameters.

The specific characteristics are that mechanical misalign-
ments are eliminated by calibrating just once after
STHMD fabrication, but eye position errors must be
calibrated during initialization whenever STHMD is
used. Hence, the STHMD may be fixed at a certain place
in the real environment when we calibrate the mechani-
cal misalignments. In contrast, the process of calibrating
the users’ viewpoint must be as easy for users as possible.

-

7 -4~ Virtual
$ & '___——‘ LCD plane
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N

Figure 1. Optical system of HMD.

Based on these characteristics, we will propose a cali-
bration method in which the virtual cursor projected by
the STHMD was directly fitted onto targets in the real
environment. We will also report the result of applying
the method to the STHMD that we have made.

2  Systern Configuration

2.1 Designing and Manufacturing a
Prototype of STHMD

An STHMD generates two virtual planes from
planar images displayed on LCDs, one for the right eye
and the other for the left. These images are placed at dis-
tance 4., which is derived from the optical system in
Figure 1 as follows (Tachi & Arai, 1989):

n

Ay =k + f% (1)
The STHMD reproduces the binocular vergence and
parallax, which are important for three-dimensional
space perception, by projecting two images with the ef-
fect of parallax due to the interocular distance set during
STHMD design. An image obtained at a viewpoint
equivalent to the location of the left eye in the real envi-
ronment is projected on the left virtual plane, and like-
wise for the right virtual plane.

The focus of the crystalline lens for the human opera-
tor is generally fixed at the distance 4,;, to simplify the
optical system as shown in Figure 1. Although the focus
is not completely independent of the convergence due to
the interaction, research is being conducted on the al-
lowable disaccord between them. For example, it is
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Table 1. HMD Specifications
Field of view Interocular
Horizontal Vertical Aoy distance
40° 30° 1m 65 mm

known that the natural perception of three-dimensional
(3D) space is possible for distances between 20 cm and
infinity when dy;, = 1 m (Tachi & Arai, 1989). Hence,
this becomes standard values of 4,;,, when designing the
STHMD optical system.

Two 5.7-in. LCDs are used in our prototype. The
wider the field of view, the better perception of 3D
space. There is, however, a tradeoff because the image
resolution decreases as the field of view increases. For
example, see the specifications of our prototype shown
in Table 1.

Figure 2 shows a portion of an STHMD containing
optical systems. The eye mark roughly indicates the de-
signed user eye locations. This portion is mounted on a
full-face helmet so that the user can wear this optical sys-
tem just in front of his or her face. “P” drawn in Figure
2b indicates a plate with marks used to calibrate the eye
displacement. This will be described in Section 3.2. We
shall also take this plate as the basis on which the dimen-
sions of STHMD are defined. When we use expressions
such as “designed location of the virtual plane” or “de-
signed location of user’s eye,” we mean that they are
measured from this plate and their values are given by
the design.

2.2 Generating the Virtual Environment

To generate a virtual environment, we first define a
“world coordinate system” in the CG program, then
place the virtual objects relative to it. The projection
transformation on this environment produces planar
images, and these are projected on the LCDs (Fig. 3a).

Consider a point V whose cartesian components are
Vy, Vy, and V7 in the environment. Its location ex-
pressed in the coordinate system Wis Vyp. If we define a
4 X 4 homogeneous transform matrix Tgy that trans-
forms a vector expressed in the coordinate system W to

one expressed in the coordinate system E, i.e., Vg = Ty
Vw, the image of V projected on the plane is calcu-
lated as

Vp = TPEVTEV WVVWV (2)

Next, consider a point V' in the real environment
(Fig. 3b). Its location expressed in the coordinate system
of the virtual plane is

Vy= TVJ:‘r TE,STSW,V'I/Vr 3)

The virtual environment, which we can see through
the STHMD, simultaneously exists in the real environ-
ment. We can define W, so that it correctly overlaps W,
and since V' is known, we can also define Vi, so that it

satisfies

w, = VWV = VWr (4)

. =

To superimpose the virtual environment precisely on
the real one (i.e., Vp, V'yand the view point are on a
straight line), it is necessary that Ty y, = Tg sTgw, and
that Tpz is defined so that the projection plane correctly
overlaps the virtual plane as shown in Figure 3c.

The realized location of the virtual plane is, however,
likely to differ from designed location, i.e., Tyx, may
contain some error, and the error is unpredictable. Be-
sides, the actual locations of the user’s eyes, i.e., Tk s, are
fixed only when the user wears the HMD (we assume
that there is no error in Tsw, in this paper). Therefore it
is impossible to reflect these factors on T s beforehand.

The former problem is described in Section 3.1, and
the latter in Section 3.2. Projection transformation pa-
rameters are viewpoint, line of sight, and shape of the
projection plane (top, left), (bottom, right) at a certain
distance / (Fig. 3a). Errors in Tyg_are eliminated by modify-
ing the line of sight and shape of the projection plane. To
eliminate errors in T S, we have to modify the viewpoint
and recalculate the other parameters based on it.

3 Calibrating te Eliminate Errors

3.1 Calibrating Mechanical
Miszlignments

Mechanical misalignments produce errors in the
realized optical system of the HMD. As mentioned
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Figure 2. Outline of HMD: (a) front view, (b) side view, (c) total setup.

above, this is observed as the shift of virtual planes from
the designed location. Figure 4 illustrates this shift.

A point 2 drawn in the virtual environment is pro-
jected onto the virtual planes for right and left eyes ac-
cording to the designed locations of virtual planes. The
projections for left and right eyes are designated as #) and
a,. When the realized virtual plane for the right eye is not
located as designed and is not reflected on the projection
transformation parameters, a human operator detects
the point at 2" instead of 2, i.e., the location of 2", on the
realized virtual plane remains exactly the same as the lo-
cation of a, on the designed virtual plane. If the projec-

tion transformation parameters are set according to the
realized location of the virtual plane, the image of point
a is seen as #,. We must therefore measure the realized
locations of virtual planes and modify the projection
transformation parameters accordingly.

Figure 5 shows the calibration process. Here we de-
scribe each process.

3.1.1 Set HMD at the Origin of the World
Coordinate of the Real Environment. The world coor-
dinate system and marks for fitting are required in the
real environment to measure the shift of the virtual plane
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Figure 3. Generation of virtual environment: (a) situation in the virtual environment, (b) the real

environment, (c) locational relation desired between projection plane and virtual plane.
the panel’s center and 1s perpendicular to it. The Y axis is

and to perform the calibration. Figure 6 shows the mea-
surement system used for calibration. LEDs marking a vertical line, and the X axis is assigned to constitute a

position in the real environment are installed on the

right-handed system.
panel. The Z axis of the coordinate system runs through HMD is set in the coordinate system so that the mid-
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Figure 4. Effect of mechanical misalignments.

Set HMD at the origin of the world
coordinate of the real environment
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a cursor in the virtual environment
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Place a virtual cursor on the marks and record its

location in the virtual environment(13 marks per an eye)

s the record correct enough?
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and get modified visual parameters by solving it
Redraw a cursor in the virtual envirnment
by using modified visual parameters

N

lEnd!

Figure 5. Process of calibration.

points of designed locations of the left and right eyes are
at the origin and lines of sight are directed to the infinity
point. The designed locations of the left and right eye
are thus placed at (32.5, 0.0, 0.0) mm and (—32.5, 0.0,
0.0) mm in the coordinate system of the real environ-
ment, and the centers of designed locations of the virtual
plane, the end point of the viewing vector, for the left
and right eyes are (32.5, 0.0, 1000.0) mm and (—32.5,
0.0, 1000.0) mm.

As mentioned in Section 2.1, a plate P is installed on
the HMD, and the designed locations of the eyes relative

y B e eSS
o o -
i
HMD LED ]
Z
] /Panel
7 Jl_.. 4m |

Figure 6. Measurement system for calibration.

to P are calculated based on drafts (Fig. 2b). Hence,
what we actually have to do is measure the location of P
in the coordinate system and to adjust it until the condi-
tion above is satisfied.

The panel, held by two rails, can move in the range
0.5 m < z < 4 m. For convenience, the measurement is
performed at 0.5, 1,2, and 4 m.

3.1.2 Read Parameters of Projection
Transformation and Draw a Cursor in the Virtual
Environment. The virtual HMD is placed likewise in
the virtual environment. The locations of the left and
right eyes are thus (32.5, 0.0, 0.0) and (—32.5, 0.0, 0.0)
in the coordinate system of the virtual environment, and
the centers of the projection plane for the left and right
eyes are (32.5, 0.0, 100.0) and (—32.5, 0.0, 100.0)
since we have set/ = 100 mm. The mark in the virtual
environment is a cross-shaped cursor, which is movable
by a joy stick. '

3.1.3 Measure the Distance to Realized Virtual
Plane (d ;) and Put Real Environment Markers at this
Distance. As shown in Figure 6, a human operator di-
rectly controls the virtual cursor in a simulation of wear-
ing the HMD. The effects of the two causes of error de-
scribed in section 1 can coexist. The effects, however,
can be eliminated by putting the panel at 4%, the dis-
tance to the center of the realized virtual plane, because
this results in parallax only between the points on the
virtual plane and on the panel. Conversely, it is possible
to place the panel at ;. by using this phenomenon. Spe-
cifically, the operator swings his or her face up and down
or left and right and observes the virtual cursor drawn
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on the center of virtual plane while moving the panel
back and forth until the movement parallax between the
virtual cursor and the LED on the center of the panel
disappears. The panel distance at which this occurs is
A Although the value of 4, is not directly the dis-
tance to the realized virtual plane, it is useful to derive
this distance.

Once the STHMD coordinate system is set relative to
the world coordinate system in step 3.1.1, the STHMD
is firmly fixed at the calibration jig. Therefore, even if the
operator moves his or her head a little, the STHMD
does not move with it, only the relation between the
actual and designed user’s eye location changes. As.a re-
sult, the operator is able to observe movement parallax
between the virtual cursor and the panel LEDs.

3.1.4 Place a Virtual Cursor on the Marks and
Record its Location Expressed in the Virtual
Environment. Putting the panel atz = 4%;, a human
operator moves the virtual cursor so that it overlaps each
LED, and records its location expressed in the coordi-
nate system of the virtual environment. The records are
used to calculate the shift of the virtual plane in step
3.1.5 and 3.1.6 if necessary. Although the HMD is
originally a device for a binocular perception of the
space, measurement for left and right eye can be done
separately because the optical system for an eye is inde-
pendent of the other. It is also desirable to avoid com-
plex mutual interaction of the projection transformation.
parameters of both eyes.

3.1.5 Compare Recorded Locations with
Original Locations Calculated According to the
Designed Projection Transformation Parameters. If
the recorded locations of the virtual cursor are accurate
enough, we can exit from the calibration process accord-
ing to the flowchart. The projection transformation pa-
rameters derived are used hereafter as calibration results.
If the locations are not accurate enough, derive a mea-
surement equation from the result of measurement and
proceed to the next step. The measurement equation
describes the relation between the result of measurement
and errors of the projection transformation parameters.
This equation is defined and solved in the subsequent

Location of

Realized location of the pannel

virtual plane B

X K o —
C) P b
' Top, Left % L .
X ﬁ\ (Top, Left) L | s
\‘ (Bottom, Right) 3 ,.»*
. /_—"‘ b
“ ,—'_.-‘ ' ° s
“ efas® p _____ ‘a
W et =, A
/ = 5 i s >
View point gnip Ttee '
/ -.qzylr
/ T
A’ Designed location of

virtual plane A

Figure 7. Information obtained by the measurement.

steps to estimate the projection transformation param-
eters.

3.1.6 Derive a Measurement Equation. Con-
sider the measurement result shown in Figure 7. The
world coordinate system of the virtual environment
(O — x'y'z") seen through the HMD simultaneously
exists on a world coordinate system of the real environ-
ment (O — xyz) in the experiment system. The view
point is the origin of both coordinate systems. Symbols
used in the figure are

A Designed virtual plane
A" Substitute of designed virtual plane (LEDs are
in this plane)
B Realized virtual plane (expressed as a thick dot-

ted line)
P Designed line-of-sight vector
PYvi. Temporary line-of-sight vector
A, Distance to A

!

vie Distance to A’ (center of B)
[ Distance to the projection plane

Before calibration, p’, the temporary line of sight is in
the direction of the center of the realized virtual plane

“B” because, as shown in Figure 7, the location of “B”
differs from that of designed virtual plane “A” and the
difference is not reflected in the projection transforma-
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tion parameters at this stage of calibration. The value of
A, was already determined in step 3.1.3, and the panel
is located at this distance.

For convenience, we calculate the location of “B” rela-
tive to “A4’,” the substitute of “4> instead of comparing
locations of “4” and “B,” since there is no difference be-
tween locations of projection planes based on “4” and
“A’.” These are given by (top, left) and (bottom, right) in
Figure 7. To calculate the location of “B,” we may use
“A”or“A'”

Suppose that there is an LED 2 on “A'” whose loca-
tion expressed in O — XYz 1S Ayey) = (@, Ay, A i) 7. The
virtual cursor whose location is considered to be equal to
a is drawn at point & before the calibration. Point & ex-
pressed in the O — x'y'z’ coordinates is equal to # ex-
pressed in O — xyz, i.e., by, = (&, #,, 4 ;)T The location
of b relative to “B” is thus exactly the same as that of #
relative to “4'.”

Strictly, neither the length of p’ nor the z component
of by, is equal to 2. However, we assume that the di-
rection of p’ does not differ from that of p very much, a
few degrees at most, and that the length of p’ may be
considered equal to 4 ;.. Besides, the effect of this as-
sumption can be cancelled by taking it into account
when we modify the size of the projection plane.

The measured location of the cursor, which is ob-
tained by putting the cursor on an LED, is expressed as
aly = (al, #),d%;:)Tin O — x'y'z’. Since the difference
between a, and by, is equal to the difference between
“A’” and “B,” we can calculate the location of “B” by
using a matrix F, which maps a,, onto by, on “4"” if F
is known. As the value of a,, is already known, we need
the value of b, to calculate F. However, since the value
of by, is not measurable, we have to express F by known
values, a,,; and b, and measured value a’;,.

F is calculated from these values as follows. As men-
tioned before, the location of the projection plane is
based on the location of the virtual plane. A thick line
defined by (top, left) and (bottom, right) in Figure 8 rep-
resents the location of the projection plane based on
“A’,” which we defined in Figure 7. This is obtained by
reducing “A "> by //d’,;, in the direction of p. The vector
p indicates the designed line of sight. Its starting point is
the view point, its end point is the center of “4',” and its

Line-of-sight
vector

(Top,Left);

d'vir

/ (Bottom,Right)
x,—_’jj--'“("i‘op,Left)

p
(Bottom,Right)

©-

Figure 8. Relation between the shift and rotation of virtual plane and

parameters of projection transformation.

length ||p|| is 4", The realized virtual plane “B” is lo-
cated differently from “A4’.” The projection plane based
on “B” is given by (top, left) and (bottom, right). The vec-
tor p” indicates the correct line of sight and is perpen-
dicular to “B.” Its starting point is also the view point,
but its end point is not necessarily the center of “B.” The
vector p’, the temporary line of sight, is in the direction
of the center of “B.” The values of (top, left) and (bottom,
right) are obtained by reducing “B” by //||p”|| in the di-
"|| during the
calibration since it may differ from ||p’| = 2%

rection of p” but we have to calculate | p

The calibration method that we propose uses the fol-
lowing eight parameters to define a map F:

» Change the direction of the line-of-sight vector p —
p’ (described by ZYX Euler angles, o,B,v),

o Shift the center of the projection plane from the
viewing vector (4., 4,) and change the length of the
viewing vector (d,),

» Change the shape of the virtual planes (horizontal
magnification #, vertical magnification &),

and calculate the location of “B.” We then calculate the
values of (top, left) and (bottom, vight) by reducing “B” by
/|lp"| in the direction of p.

i
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Matrix R

cacf casPsy — sacy casPey + sasy O

sasp  sasPsy + cacy saspcy — casy O

R = (5)
-sp cPsy cPey 0
0 0 0 1

(sa = sin @, ca = cos a etc.) describes the change of the
line-of-sight vector. The other parameters are compiled

using matrix A
a 0 0 4,
0 b 0 4
4=10 0 1 d, ©)
0 0 0 1

These matrices describe a relation between a,.,) and b,
and the value of || p”|| as follows:

by, = RAa, (7)
Ip"ll = 4% — 4. (8)
The inverse transformation of (7) yields
ey = AR by 9)
which is equivalent to
a,; = AR by, (10)

because the mapping of a onto b is not affected by
whether it is expressed in O — xyz or O — x'y'z". Since
the z component of a';, is always 4, and a';, and a,; are
in the same direction, we can express the relation be-
tween a',;, and ay;, as

d ,vir 0
——1
al, = | [aviel: Ay (11)
0 1

(I is a three-dimensioned unit matrix) where [a;], is the
z component of a,;.. With these results, the relation be-
tween the known value b,;, and observed value a’;, is
described as

dlvir 0
aIvir = [avir]z A_IR—lbvir (12)
0 1

By rewriting the right-hand portion of (12) as a func-
tion of the parameter vector x = (&, b, a, B, vy, 4y , 4,),
we have

aIvir = h(X, bvir)

d’vir{ﬂxcacB + ﬂySOLSB —d ysp - dx}
ala,(casBey + sasy)
+ a,(sasPey — casy) + d'cBey — d)

13)
a'yla(casPsy — sacy) + a,(sasPsy
+ cacy) + d'cBsy — 4,
bia,(caspcy + sasy)
+ a,(saspey — casy) + 4 cpey — 4;)

!
vir

We then can calculate x by solving (13).

3.1.7 Estimation Using Modified Marquardt’s
Method. We would like to modify the projection trans-
formation parameters so that a';s are mapped onto by;s
with a minimum root mean square (RMS) error. This
may be done using the least-squares method, a numeri-
cal solution that minimizes the error sum of squares with
weight:

S = I:a’vir - h(X, bvir)]T E_l I:a,vir - h(X, bvir)]

ph

g 0, ix= ]

In our measurement system, the maximum error in LED
location is 3 mm, and this becomes the value of standard
deviation ¢. A nonlinear least square method is required
to calculate x in our calibration method because
h(x, b,;;) is obviously a nonlinear model as (13) indi-
cates. We selected the modified Marquardt’s method in
our procedure.

The Gauss—Newton method, the fundamental nonlin-
ear least-squares method, modifies x repeatedly by

x**H) = x® + Ax (15)
where Ax 1s a modifier vector that is calculated as
(HTS'Hyax=H'3"lv (16)
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Equation (16) is called a normal equation and is derived
from the measurement equation:

V= a,vir - h(xs bvir) (17)

and Jacobian matrix:
B b, 18
77 ox (18)

7

By adding a diagonal matrix A to (16), the modified
Marquardt’s method employs

(HTS™VH + M) Ax = HT S ly (19)

to calculate Ax. The estimation starts with A = 0, and
the degree of nonlinearity is checked at every repetition.
The \ increases when the degree of nonlinearity is large
and decredses when it is small, which makes convergence
of Ax more stable and rapid, and the whole calculation
ends with the final value of A being 0.

The values of the components of x are thus estimated,
and the projection transformation parameters are recal-
culated based on them. In this way, we can eliminate the
effect of mechanical misalignments.

3.1.8 Redraw the Virtual Environment and
Return to Step 3.1.4. With modified parameters, re-
draw the virtual environment and reperform the mea-
surement process of step 3.1.4.

3.2 Calibration of Differences between
Actual and Designed Location of User’s
Eye on STHMD

3.2.1 Measurement of the Effect of Differences
between Actual and Designed Location of User’s Eye.

As the result of the calibration above, points drawn in
the virtual environment overlap real points through the
whole space when the user’s eyes are correctly located as
designed. However, this is not always the case because
the user’s interocular distance and the shape of his or her
face vary from one user to another.

Parallax errors appear between points in the real and
virtual environment when the actual location of the us-
er’s eye differs from the designed location, because
HMD projects all points on the virtual plane located at

(D Designed location
of eyes

Actual location
of an eye

Figure 9. Effect of differences between actual and designed location of
user’s eye.

distance 4,;, regardless of their actual distances. Figure 9
illustrates the effect of differences between actual and
designed locations of the user’s eye. Point # drawn in the
virtual environment is projected onto the virtual planes
for right and left eyes according to the designed loca-
tions of both eyes as #) and 2, indicate. When the right
eye, for example, is not located as designed and it is not
reflected in the projection transformation parameters, a
human operator feels that the point is drawn at 2" in-
stead of a. If the projection transformation parameters
are set according to the actual location of the right eye,
the image of point  is supposed to be 2'.. We must
therefore measure the actual locations of user’s eyes and
modify the projection transformation parameters ac-
cording to the results.

We cannot use the method mentioned in Section 3.1
in which the HMD is fixed at the origin of O — xyz be-
cause this error should be calibrated during initialization
every time a user starts using HMD. It is convenient that
marks for the calibration are fixed at the HMD because
the difference between the actual and designed eye loca-
tion can be interpreted as a locational relation between
the user’s eye and HMD. This is why we put a remov-
able plate P on the HMD as shown in Figure 2 and
made it a basis for defining the designed locations of the
user’s eyes.

The original cause for parallax errors is the user’s indi-
vidual parameters mentioned above. However, consider-
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Point where the cursor is to be
drawn when the eye is locatede HMD
as designed & Actual
& al g | view point
| (oneeye)
_____ ld xdy
H dz
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. Designed view point
Virtual plane (one eye) Values to be

measured

Figure 10. HMD setup for calibration of eye’s displacement.

Switch into the calibration program
from the application

Place a virtual cursor on marks on the plate P and record
its location in the virtual environment (5 marks per an eye)

Y

Derive strait lines 117 15 from the records

\

Get the actual view point as the point where a sum of
distances to these lines becomes smallest

\!

Modify the viewpoint in visual parameters
and return to the application

Figure | 1. Process of calibration of eye’s displacement.

ing that parallax error eventually appears as a shift of
each eye from the designed location gives us a clearer
idea. Therefore, we can discuss the calibration for one
eye independently of that for the other. This can be done
through the simple process below. Figure 10 shows an
HMD setup for the calibration and Figure 11 shows the
flowchart.

1. Switch from the application to the calibration pro-
cess.

2. Place a virtual cursor on marks on the plate P and
record its location expressed in the virtual environ-
ment (Fig. 10). Prepare five marks for each eye.

3. Derive straight lines /; ~ /5 from the recorded val-
ues and the marks on P (Fig. 10).

4. Calculate the user’s actual viewpoint (4,, 4,, 4;) as
the point that minimizes the sum of distances to
straight lines /; ~ 5.

5. Modify the viewpoint and return to the applica-
tion.

3.2.2 Calculate the Actual Locations of User’s
Eyes. When the measured location of the virtual cursor
isa; = (a?, 4}, dy;,) and the corresponding mark on the
plate Pis p; = (p?, p}, p?), straight line /; can be
expressed as

X a —p? i
Ly | =@-py+p=|al—p|r+ |0
z dvir_piz 12

(20)

a;1s a vector expressed in O — x'y'z’ and p; is expressed
in O — xyz. However, a; and p; can be directly used to
calculate /; as if they were expressed in the same coordi-
nate system because O — x'y'z’ has precisely overlapped
O — xyz as a result of the calibration described in Section
3.1. The sum of distances from the point d = (d,, 4,, 4,)
to each straight line is

I = i|d_ pil2la — pil? — {(d— p)a; — p)P (21)

la = pil*
and the actual location of the user’s eye is calculated as
d, which minimizes L. We can calculate the value of d by
a linear least-squares method because (21) is a linear
model.

Thus, the projection transformation parameters are
modified based on d . As a result, the STHMD can su-
perimpose the virtual environment precisely on the real
environment, wherever the realized virtual planes are
located and wherever user’s eyes are.

4  Experiment

In this section, we report the result of applying the
proposed calibration method to the STHMD that we
have made and show its effectiveness.

4.1 Elimination of Systematie Error
Introduced in the Manufacturing Process

We set the STHMD at the origin of the world co-
ordinate system of the real environment according to
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Figure 12. Measured location of cursor at d,;, before calibration.

step 3.1.1 of the process (Fig. 5) and measured 4'; ac-
cording to step 3.1.3. It was equal to 870 mm. We then
put the panel at z = 870 mm to eliminate the effect of
locations of observer’s eyes at this stage of calibration
and measured the values of a';. (locations of the virtual
cursor which overlap LEDs on the panel).

Figure 12 shows the result of measurement. The hori-
zontal and the vertical axes of Figure 12 represent the
values of ¥ and y on the panel. Although the locations
were measured with the panel at z = 870 mm, we con-
verted these values as if the panel were located atz = 1
m. ‘

Because the HMD was set at the same location both
in the real and the virtual environments, the virtual cur-
sor should have correctly overlapped marks “+” that
indicate locations of b, (i.e., al;, b, and ay should
have been equal if there were no difference between real-
ized and designed locations of the virtual planes). Actu-
ally, however, we found that locations of a’;, for both
eyes were shown in Figure 12, exposing the shift of the
virtual planes due to errors produced in the manufactur-
ing process. Therefore, we had to go to step 3.1-6 to
derive the measurement equation:

aye = h(x, by,)

(22)

to estimate the shift of the realized virtual plane.
Table 2 summarizes how the projection transforma-
tion parameters were calibrated through the process
mentioned above. Using the modified parameters, we
reduced the errors expressed in Figure 12 as shown in

Figure 13. Figure 14 shows the distribution of errors at
each point “+” in Figure 13 (i.e., the difference between
b, and a';;). RMS errors for left and right eyes were 1.5
and 0.7 mm.

There was an error of 1 to 2 mm in the location of the
drawn virtual cursor due to the low resolution of the
LCDs. In addition, the experiment system also contains
3 mm errors (maximum) because this large system is
hand-made, which directly produces errors in LED loca-
tions. The result of calibration is satisfactory under such
a condition.

4.2 Eliminating of Errors Due to Location
of User’s Eye

As a result of the calibration above, points drawn
in the virtual environment should have overlapped real
points through the whole space when the user’s eyes
were correctly located as designed. However, we could
not obtain such good results because locations of the
observer’s eyes differed from those designed. Figure 15
clearly shows the effect of parallax. One group of mea-
surements at z = 0.5 mm had a tendency to shift to the
left. However, groups measured atz = 1,2, and 4 m
had the opposite tendencies. These differences seem to
depend upon whether z is less than 4';, or not. More-
over, we clearly observed that the tendency to shift to
the right increases as the differences between z and 4%,
increases.

Therefore, we also calibrated the effect according to
the process of Figure 11. The result of estimating 4,
which produces errors expressed in Figure 15, was (d,,
d,,d,) = (— 0.4, —0.7, —23.5 mm), and the errors were
reduced as shown in Figure 16 by recalculating the pro-
jection transformation parameters based on the esti-
mated value of d. Table 3 compares RMS errors before
and after the calibration. It was also satisfactory under
the experimental conditions.

5 Future Works

Matching location and size of objects in the real
environment with those in the virtual environment is
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Table 2. Projection Transformation Parameters Obtained by Calibration

Designed Actual value
value Left eye Right eye
Ay (mm) 1000 854 869

Line of sight (mm)
Location of projection plane at z = 0.1 m (right, bottom)

(0,0,1000)  (13.4,4.29,870) (—10.7,5.72, 870)

(mm) (—36.0, —27.2) (—38.6,—-26.3) (—-32.9,-27.0)
Location of projection plane at z = 0.1 m (lefz, top)
(mm) (36.0, 27.0) (28.4, 20.7) (34.3,20.2)
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Figure 13. Measured location of cursor at dy;, after calibration. Figure I5. Error caused by displacement of the eye (right eye).
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Figure 14. Distribution of error at each point.

crucial for practical STHMD applications. In this paper,
we have proposed a calibration method in which a pre-
cise correspondence between points in the real environ-
ment and the superimposed virtual cursor is obtained.

Figure 16. Result of cdlibration of the eye’s displacement.

We divided the causes of errors into

 mechanical misalignments in STHMD, and
o differences between actual and designed location of
user’s eye on STHMD.
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Table 3. Comparison of RMS Error

05m 1Im

Before calibration (mm) 4.2 15 24 36
After calibration (mm) 2.1 09 13 17

We then proposed methods to calibrate these error
sources independently and demonstrated their effective-
ness by executing them with our prototype.

However, this paper has not resolved the remaining
error sources listed in Section 1. Resolving each error
source is crucial for matching real and virtual environ-
ments. We must seek calibration methods to eliminate
their effect and integrate them with our work presented
in this paper to build a practically usable calibration pro-
cedure. ‘

There may be more sophisticated methods to do the
measurement in Section 3.1 than by using a human op-
erator. It may also be necessary to try to view virtual ob-
jects other than panel LEDs to evaluate our method.
These issues also require further discussion.
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